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Abstract- Technology is constantly advancing, and many individuals submit various video material to social networking 

websites such as YouTube or Facebook. Since it has become a source of income for many individuals across the world, it is 

becoming increasingly vital to utilize it in situations when you need to discover a specific person in several video recordings. 

Another option is to manually go through each video and try to discover the individual segment in order to extract it. Manual 

searching can take a long time, and it's practically difficult to find a specific video in which a person appears. A person can 

only focus for 20 to 30 minutes on average to recognize or identify the person in the video, and a video stream may take much 

longer. Due to the huge quantity of data gathered in the multimedia application, such as videos, a human conducting a video 

search manually may be difficult to do so properly in such cases. It is critical to automate the procedure in order to eliminate 

human error and the time it takes to identify the individual in the video footage. Given its popularity and use in applications 

ranging from our mobile phone games to high-end computers for future forecasting, artificial intelligence may be used to 

address many difficulties, including this one. In this work, a pre-trained facial recognition classifier known as the Linear 

Binary Pattern Histogram (LBPH) is utilized to recognize a person in video clips and provide recorded proof of each video in 

which a person appears, along with the time stamp of his or her visibility. Here, a method is proposed for identifying and 

tracking down a missing individual utilizing massive video data and Artificial Intelligence without the need for human 

participation. 
 

Index Terms-- Investigation, Distributed Processing, Face Detection, Local Binary Pattern Histogram (LBPH), Face Recognizer Algorithm. 

 

 

I. INTRODUCTION 

People all around the world submit video material that surpasses 

broadband capacity in the age of social media, making it 

increasingly difficult to identify the desired video clip. Most 

individuals collect video clips to examine and comment on, 

however, the required video clip may not have all of the 

information or images of the person to be searched. Finding 

persons in video clips has been easier since the civilization and 

emergence of numerous cultures, as well as technological 

improvement. These videos may be widely used for a variety of 

purposes, such as searching for a wanted individual or 

extracting a clip of a certain individual to document his 

behavior, etc. By introducing technology into these scenarios, 

they may become more useful and less time-consuming. 

The most common strategy is to use already installed cameras to 

broadcast continuous video information from remote areas in 

order to investigate and locate the individual without recording 

a video in real-time [1], but such a system may prove to be 

extremely expensive due to the enormous computation power 

required. Basically, every community in the world has put 

cameras on almost every site, and everyone carries video 

capturing equipment in the form of a mobile phone, thus there is 

little possibility of missing any second of a video stream that 

may contain critical information [2]. When a person is asked to 

look for someone in the desired video clips, he will refer to the 

videos acquired from the cameras deployed remotely 

everywhere in these times. This information might be especially 

useful in an inquiry if the individual's face is captured in the 

tape and the person is then sought in other camera recordings 

[3]. The issue here is that obtaining the individual's face is far 

easier than searching for the person in the video footage 

manually [4]. So, the person's face may be collected from the 

film many times in a single video stream, or he could be in all of 

the acquired video footage; in any event, it is critical to properly 

inspect all clips before documenting their activity. So, the face 

of the person could be acquired from the footage multiple times 

in a single video stream, or it is possible that he may appear in 

all the acquired video footage, in any case, it is crucial to 

thoroughly examine all clips before documenting this activity. 

before the crime scene as well and then a police department can 

identify the perpetrator. Finding someone from a live video 

stream, on the other hand, is exceedingly difficult and needs 

hours of waiting. Even then, it is impossible to detect a person; 

even a brief twitch of an eye might cause a piece of critical 
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evidence to be missed [5]. Because video cameras are used to 

cover a large region, they create a large volume of video data 

for an observer to deal with. Detecting the intended person's clip 

from such a large number of data might take much longer [6].  

Camera operators, for example, are ineffective for applications 

such as this because they can only contemplate a video for 20 to 

30 minutes at a time. After that period of time, their efficiency 

declines and they lose concentration, which may cause them to 

overlook important information about the individual they are 

looking for [7]. But if a break is given to them after every 20, 30 

minutes then it will take a lot more time than before. For solving 

this problem, it is crucial to eliminate human intervention from 

this process so that the human-related error could be eliminated, 

and time consumption could be decreased [8]. 

 

II. BACKGROUND 

Digital investigations have existed since the 1970s. Room for 

improvement never ceases. Many scholars have gone into 

tracking the re-occurrence of identical persons in large videos that 

might be months or days old [9]. It is cumbersome for 

organizations that are short on time. This paper intends to 

facilitate better than the existing person detection and system. 

Our focus is to identify the person efficiently and recognize them. 

Also, the result is to provide the user promptly with the time of 

re-appearance. For instance, the user could be anyone who is 

assigned to look for a particular event look at the time generated 

in the report, and view the activity of that specific person for 

inquiring more into the matter. 

To detect a person, we first identify if the appearing body is a 

person, then recognize the person using face detection and 

recognition, and then the report generation takes place. 

 

III. METHODOLOGY 

The problem of human error in real-time video vigilance 

investigation could be solved by using artificial intelligence, 

which is being used in every area for providing solutions. The 

solutions provided by artificial intelligence have been used in 

many areas including weather forecast, cybersecurity, healthcare, 

human resource management, logistics, supply chain, and many 

more [10][11]. The face and person recognition of artificial 

intelligence could be used for solving this problem as well [12]. 

The system we are presenting here in this research paper includes 

some steps such as detecting a person first and then detecting the 

face of the person and the block diagram of the proposed model is 

displayed in FIGURE 1. These two steps help in reducing fraud in 

this area. It will help the system not to detect a picture as a person 

in the video. As we are working on video data acquired from the 

cameras, there could be posters on the walls of the wanted person 

and the system could also detect the face in the poster as a person. 

For reducing these kinds of errors, the two techniques are 

combined. For person and face detection, Haar Cascade Classifier 

could be used [13] and for face recognition purposes LBPH 

algorithm could be used [14]. These algorithms work great and 

provide good efficiency when used together [15]. 

Then the main feature of the system, face recognition will work 

on the detected face to determine if the face detected in the video 

footage at this point is of the wanted person or not. After the face 

has been recognized as a missing person, then the tracking of the 

person will start, and it will continue until the algorithm 

scrutinizes the whole footage and document the time stamp of the 

detected person. This will tell us the total time the person has 

been seen in the video in one instance. This will also stop the 

person and face detection and face recognition algorithms from 

confusing the same person as two individuals at the same 

instance. 

After all this work has been performed, all the instances when the 

person to be identified has been seen in the video will be recorded 

in the file which will be generated after the completion of video 

processing. The result or output file which will be generated in 

the end will reveal the timings of the video in which the person 

has been seen. This will help the police or concerned department 

in the investigations where video footage is included, and this will 

also reduce the time of the investigation eventually helping in 

reaching the culprit. 

 
FIGURE 1. System Block diagram 
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FIGURE 4. Subsystem (Run Face Recognition) Flow 

A.  Haar CASCADE CLASSIFIER FOR FACE DETECTION 

Haar cascade is a machine learning-based object detection 

algorithm. In this algorithm, a lot of positive and negative images 

are used for training purposes.  

1) Positive Images: The images accommodate the object that 

the classifier is supposed to identify. 

2) Negative Images: The images which do not accommodate the 

object that the classifier is supposed to identify. 

 

Haar Cascade classifier could be used to detect any kind of 

object given that you have the XML file of the object you want to 

detect. The XML file for the respective object could also be 

created by oneself. In our system, the Haar Cascade classifier is 

used to detect the human face [16]. 

B.  HOG DESCRIPTOR AND SVM FOR PEDESTRIAN 

DETECTION 

HOG is a feature descriptor used in computer vision and image 

processing used for object detection. It is a machine learning 

algorithm which most popularly used for pedestrian detection due 

to its smooth edges [17]. We have used it in combination with the 

SVM algorithm to achieve high accuracy in pedestrian detection.  

There are a total of four parameters in HOG Descriptor. With 

image being the only required parameter [18]. All other three 

parameters win Stride, padding, and a scale factor are an option. 

 

C.   LOCAL BINARY PATTERN HISTOGRAM (LBPH) 

ALGORITHM FOR FACE RECOGNITION 

LBP (Local Binary Pattern) was described in 1994 and it is a very 

efficient texture operator which works by labeling pixels of the 

image by thresholding neighboring pixels and considering 
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resultants in binary format [19]. Additionally, it was determined 

that when combined with HOG (Histogram of Oriented 

Gradient), the performance of the algorithm improves 

significantly [20]. 

There are four parameters used in the algorithm. Radius, 

neighbors, grid X, and grid Y. Where the radius represents the 

radius around one pixel and is used to build circular LBP and is 

usually equal to 1, Neighbors is the number of sample points used 

to build circular LBP, Grid X is the number of cells in the X-axis, 

and Grid Y is several cells in the Y-axis, all three of these 

parameters are mostly set to 8. 

1) Training of Algorithm: There are two steps in applying the 

LBPH algorithm, training, and testing. In the training step, 

we give the labeled dataset to the algorithm. The dataset 

contains images of the people with the respected ID 

associated with them which could be the number or name of 

that person. This information will be needed for the 

algorithm to give you output based on the input results. 

2) Testing of Algorithm: The second step is applying the 

algorithm. Here, we are applying the algorithm to the video 

footage. The algorithm will run after the face has been 

detected and will start doing the calculations i.e., finding the 

most related image in the dataset by comparing the 

histograms and returning the result (the related person ID) 

based on the minimum histogram value. 

 

D. CENTROID TRACKING ALGORITHM FOR PERSON 

TRACKING 

The centroid tracking algorithm is a tracking algorithm used to 

track objects. Here we will use this algorithm to track the people 

in the video footage. This will stop the system from confusing the 

same person as two individuals. 

The centroid tracking algorithm work by taking the bounding 

box coordinates of the person and calculating the centroid value. 

The unique ID is assigned to each object i.e., different IDs will be 

assigned to different people and the different occurrence of the 

same person as well. The person is tracked by the method of 

calculating the Euclidean distance between the people. Such as if 

there are three people in the video footage at the same time, then 

the distance between the people in the last frame will be 

calculated with the distance of the person in the current frame to 

see if the person is the same. And if the answer is yes i.e., if a 

minimum distance value between two objects is found then the 

same ID will be allocated to the object in the current frame 

marking them as the same person. The X and Y coordinates are 

then updated and if any new object is detected then a new ID will 

be allocated to the new object and their centroid values will be 

calculated in the same way. And if any object has moved out of 

frame, then it will be deregistered from the system. 

 

E.  EFFICIENCY AND SPEED 

The efficiency and speed of the system also matter. As this 

system is made by keeping the criminal investigation in mind so 

if it takes 20 hours to process 18 hours of video then it could be 

more effective but not efficient. We use some techniques to 

increase the speed of the system. 

1) Resizing Frames: The video that the user gives as input to the 

system could of any quality i.e., could be low-quality video 

footage of 240p, and could also be a high-quality video of 

1080p. So, the system needed to be made to support all 

qualities of videos. That is why we tested our system in 

different qualities of videos. And while testing we note that 

the videos having better quality are generating bigger frames 

than the screen. The frames of the video are not fully visible 

on the screen. One thing to note here is that the screen quality 

and aspect ratio also matter. As the video is generating 

frames in full size regardless of the size of the screen. And as 

the size of video frames is bigger, it is taking more time to 

process each frame which is obvious as larger frames and 

good quality means more pixels which means more 

computational cost and processing time. So, for solving these 

problems we resized the frame by taking the aspect ratio of 

the screen and frame and finding the difference between 

them in percent. Then finding the lowest value between the 

percentages of width and height and reducing the frame by 

the lowest percentage. 

2) Speeding Up Code: We have used multiple methods which 

take less operational cost and time. As we are made the 

system in a python programming language. 

 

a) Less use of for loop: We note that the for loop takes more 

time as it is dynamic in python. 

b) Using List comprehension: Also, list comprehension is 

faster than the append method. So, we use list 

comprehensions wherever possible especially for creating 

bounding boxes. 

c) Using more local variables: The global variables or class 

level variables takes more time than local variables, so we 

use fewer global and class-level variables, especially inside 

loops. We convert all the class level variables to locals 

before passing them to loops so that it will take less time. 

d) Using f strings: While researching we find out that f string 

is the fastest way of formatting strings as compared to 

other methods. So, we use f string everywhere in the code 

for string formatting. The benchmarks of different string 

formatting methods are as follows. 

e) Using 1 for infinity loop: For infinite while loop using 

True takes more time than using 1 as True is a Boolean 

operator and 1 is an integer so we use 1 instead of True for 

infinite loops. 

f) Using multiple assignments: Assigning the values to 

multiple related variables at a time is more efficient than 

assigning the value to one variable at a time. Such as 

forgetting the values of x, y, width, and height of the 

person for creating a bounding box using multiple 

assignments will be more efficient. 

 

3) Multiprocessing: Resizing Frame and Speeding up the code 

make the processing faster but not faster than the video time. 
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We intended to make the system process the video faster than 

the total time of the video. Which was not achieved by the 

above methods, especially for videos of high quality. So, for 

that purpose, we use multiprocessing (distributed processing 

or computing). We use distributed processing for distributing 

the workload on multiple cores of the processor. For this, we 

need a multicore system and nowadays almost all system has 

more than one core. So, keeping this thing in mind we make 

use of all cores by diving the video footage into n equal parts, 

where n is several cores of the processor. Then each part is 

sent to each core for processing and after the processing is 

done the result will be generated by each core concerning the 

timing of the video part. The timing of the wanted person 

occurrence will be corrected concerning the timing of the 

video and the final report will be generated. 

 
TABLE I 

STING FORMATTING 

String Formatting Methods Time 

f-string 1.0 

Concatenate string 1.33 

Join a sequence of strings 1.73 

% Formatting operator 2.40 

Format () Method 3.62 

Template (Method) 11.48 

IV. RESULTS 

The system could be used for criminal identification through 

recognition and the combination of algorithms used here could 

help solve many problems. Such the combination of Haar 

Cascade face detection and LBPH for recognition generate highly 

accurate results as compared to when the LBPH is used with any 

other algorithm for face detection. This could be because both are 

working on face features for recognition and detection. HOG is 

used here for person detection. 

The use of a centroid tracking algorithm in the system will 

help the system from confusing the same person as two 

individuals. As all the people are being tracked in the footage so 

this will tell the system that it is the same occurrence of the same 

person. Then when the next occurrence occurs it will be saved in 

the report. The report will be generated at the end containing all 

the occurrences of the wanted person in the video footage. 

FIGURE 5, 6, and 7 represent the percentage cases of each 

instance in terms of True Positive, True Negative, False Positive, 

and False Negative. For determining how much efficiency has 

been achieved in the video processing by implementing 

multiprocessing same video has been processed by the system in 

different quality. And as the system is using multiprocessing so to 

be affected less by the background processes the process has been 

repeated 5 times for each video quality. The average results on the 

video processing time in seconds by using multiprocessing in the 

system of cores i5 processer having 8 logical cores are as follows. 

The total time of the video being tested is 151 seconds. TABLE 2 

represents a scenario where it is displayed that multiprocessing of 

the videos will perform much faster. 

 

FIGURE 5. Results of pedestrian detection through HOG algorithm (%) 

 

FIGURE 6. Results of Face Detection through Haar Cascade algorithm (%) 

 

 

FIGURE 7. Results of Face Recognition through LBPH Face Recognizer (%) 
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TABLE II 

MULTIPROCESSING  

Without Multiprocessing With Multiprocessing 

162 sec 41.06 sec 

209.8 sec 58.6 sec 

269.2 sec 88.4 sec 

387.2 sec 279.6 sec 

506 sec 306.4 sec 

 

The results are of 240, 360, 480, 720, and 1080p qualities of 

video respectively. Here it can be observed that the processing 

improvement decreases with the increase in quality, and it is 

because now it has more data to process with each frame. And 

there is always some energy loss in the system, intensive task 

causes more loss so as larger frames. But keeping in mind that 

video footages are rarely 720 or 1080p the improvement that 

could be achieved through the system is at least three times. This 

system will automate the process and as the process will be 

automated then there will be no human intervention hence no 

human error. And it will help in making investigation faster. 

 

V. CONCLUSION 

The algorithms used in the system discussed above provide good 

accuracy among the other algorithms used for the same purpose. 

And the combination of LBPH and Haar Cascade makes the 

accuracy even higher. Centroid tracking helps reduce the 

computational cost by stopping the rerunning of the whole 

process on each frame. And the system will automate the acquired 

video footage scrutinization work of the investigation unit. There 

could be more work done in this area for speeding the processing 

of the system such as distributed processing could be used for 

speeding the whole process which will divide, the video into 

multiple chunks, and the process will be done the different cores 

of the processor, which will improve the system speed. Making 

the process even faster and hence speeding the overall 

investigation process.  
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