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Abstract- Cracks are indicators that affect the stability and integrity of infrastructures. Fast, reliable, and cost-

effective automatic crack detection methods are required to overcome the shortcomings of traditional 

approaches. The traditional approaches are subjective, time taking, and need a lot of human resources. Because 

of these factors, more focus is on deep convolutional neural network models that automatically detect cracks. 

In this research, we focus on the transfer learning approach based on the deep convolutional neural network 

model VGG19 (Visual Geometry Group 19). Our proposed method fine-tuned the last 2 convolutional blocks 

and optimized fully connected layers of the VGG19 model. Then the classification layer of the model is 

substituted with a 2-label Softmax classifier, which classifies between concrete cracked and un-cracked images. 

This experiment is performed on 15,000 randomly selected images of walls, pavements, and bridges from 

publicly available SDNET2018 annotated images dataset. It showed that the improved model provides 

91.76%testing accuracy. The precision is 91.97% in detecting images without cracks. The paper concluded that 

the improved VGG19 model accomplishes superior results in the crack detection process as compared to other 

proposed methodologies.  

Index Terms -- Crack Detection, Deep learning, DCNN, transfer learning, VGG19. 

 

I. INTRODUCTION 

Cracks are one of the most initial signs of deprivation 

of the structure. They are the direct parameter to 

measure the structural health of infrastructures, i.e., 

roads, buildings, bridges, pavements, tunnels, etc. 

These cracks need early maintenance and rectification, 

avoiding any severe damage to infrastructure and its 

surroundings. Manual inspection of cracks is a 

common practice that mostly targeted the manual 

sketching of crack patterns pointing out the conditions 

of irregularities [1]. Traditionally, the manual crack 

detection approaches completely depend on the 

knowledge and experience of specialists, which is a 

tedious, time-consuming, costly, subjective method, 

and mainly unreliable. 

 To overcome the above shortcoming, it developed a 

significant interest in image processing-based crack 

detection methods. A long period of Image-based 

automatic detection well facilitates the maintenance 

and health of any structure[2]. But this autonomous 

system relies on images of the structure. Many factors, 

i.e. low contrast images of concrete surface and cracks, 

noise, random shapes, diverse sizes of cracks, and 

many textures, affect these images. For all such 

conditions, one method is impossible to work. Hence 

solely relying on image-based systems limits 

knowledge reusability, which affects the consistency 

of results and capability of feature extraction and 

detection[3]. Image-based methods are challenging to 

re-implement and a lot of struggles are required in 

feature engineering. 

 Recently, researchers took more interest in machine 

learning-based models using deep learning. DCNN 

(Deep Convolutional Neural Network) shows superior 

performance in crack detection, segmentation, and 

classification[4]. The deep learning methods 

efficiently perform if we provide them with a huge 

dataset. But sometimes the unavailability of such a 

dataset inspires us to use transfer learning; knowledge 

learned in one domain transferred to other. This is the 

recent development of the machine learning field that 

helps us to make the pre-trained model learn features 

in very little time with a limited amount of data.  

 In real-life applications, DCNN pre-trained models 

are intelligent systems whose convolutional layers 

automatically and precisely learn pixel-level cracked 
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image features during the training process[5]. These 

models have the capability of generalization.   

 This paper worked on the DCNN pre-trained VGG-19 

model.  

 For extracting more precise and generalized 

features for the crack detection problem, the 

VGG19 model fine-tuned convolutional blocks 4 

and 5.  

 Later redesigned and replaced the head layer of 

the VGG-19 model. These modifications help 

detect cracks on bridges, walls, and pavements 

on annotated images taken from dataset 

SDNET2018. 

 We divide this paper into sections: Section I is based 

on Introduction, Section II is the literature review, 

Section III is Proposed Methodology, Section IV is 

experiments and results and Section V is conclusions 

after research. 

II. LITERATURE REVIEW 

In this section, we summarize various crack detection 

methods based on image processing and CNN. 

 In [2] automatic crack detection method is proposed 

based on UAV with image processing. UAV is used to 

measure the crack image connected distance. Then 

image processing is applied to an image by subtracting 

with median filter, image binarization via Sauvola’s 

method after that image revision by the connection of 

pixel finally crack decomposition and width 

calculation. The crack width calculation is like 

measurements by a crack gauge. Then [6] bridge 

inspection and crack detection were carried out via 

image processing techniques. Initially, Fourier 

transforms were applied to images for crack 

quantification and change detection. Then the neural 

network is to map between crack depths with width. 

For visual routine inspection, a 3D visualization model 

was presented. Then [7] image-based crack detection 

technique in cement extracts foreground and 

background image pixels. Initially, they apply the 

Sobel filter and then the area of region filter for noise 

removal from the image. A more refined and clearer 

detection of major cracks from surrounding objects 

applies the Otsu thresholding method. This method 

detects cracks more accurately with less noise in 

comparison with the Kittler method.  

 As more research in automatic crack detection, it 

strengthened deep CNNs based models, which better 

detect cracks and classify them. In [8] first CNN model 

Conv-Net was proposed for road crack detection. This 

model has 4 convolutional layers and 2 fully connected 

layers. It trained on 500 pavement pictures of size 

3264 × 2448 image patches and then further 

classification was performed whether the image patch 

was cracked or non-cracked. It marked the cracked 

image patches as positive and vice versa. We need 

optimization of this model to introduce a low-cost real-

time crack detection method.  

 In [9] pre-trained CNN state of art model was trained 

on 300 images with fewer epochs. After the 

experiment, they concluded that the pre-trained model 

having 16-22 convolutional layers (VGG16, VGG19, 

and Google Net) gives 90% of training accuracy. 

Hence, analyzed that pre-trained networks require 

fewer training samples. It also analyzed those features 

learned during the training process are transferable to 

other types of materials as well. 

 In [10] damage detection was performed via pertained 

VGG16 model on images taken by hexacopter UAV. 

They performed pavement crack detection via pre-

trained VGG16 with transfer learning to exclude a 

fully connected layer. Instead of an FC classifier, it 

employs machine learning classifiers such as NN, 

SVM, and RF, achieving 89-90% accuracy in crack 

detection. 

 Further [11] is based on the deep learning framework 

YOLO v2 for road crack detection. They train it on 

1813 images. YOLO v2 framework is beneficial 

because it reframes the detection of the object. This 

approach achieves a precision of 88.5% and an F1 

score of 87.8%. They can improve its accuracies by 

increasing the number of images in the training set. 

 In [12] transfer learning was applied to the 

SDNET2018 dataset using DCNN 

AlexNet.SDNET2018 dataset comprises images of 

walls, bridges, and pavements. It gives almost 90-95% 

accuracy on Alex Net in all classes. Later [13] faster-

RCNN applied on 5000 cropped images of bridges that 

contain crack, non-crack, including handwriting. They 

divide the dataset into training and testing, where 20% 

testing and 80% training set. Later faster-RCNN 

compared with YOLO v2, which shows it has better 

detection accuracy in detecting cracks and handwriting 

scripts. 

 In [14] another deep convolutional neural network 

model has been proposed for automatic pavement 

crack detection and classification. DCNN has 3 

convolutional, 3 pooling, and 2 fully connected layers. 

Images are taken via camera and then these images are 

resized according to requirement. 9k of training 

dataset for classification of crack and non-crack 

images and 5.7K training set based on 4 classes. This 

model provides 99% accuracy in the crack and no 

crack image classification. Further longitudinal and 

traverse crack classification has lower accuracy of 

94% as compared to other classes’ classification.  

 In [15] Deep Crack neural network is proposed for 

training the whole images and generating predictions 

on the pixel level. It has 13 convolutional layers of 

VGG16. The batch normalization (BN) layer is 

inserted in between each convolutional and RELU 

layer for improvement in model generalization. FC 
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layer and pool5 layer discarded. They introduced a 

side output layer and refinement module based on a 

guided filter to better segment crack images for 

detection. The dataset of 537 images provided 88% 

accuracy and AUC > 0.98. For improvement, more 

false crack regions need to be added. 

 In [16] U-Net model based on the FCN framework 

was proposed. The model is based on an encoder and 

decoder architecture. This model provides 90% 

accuracy on the total of 84 images (57 training and 27 

testing’s) on epoch = 80. This model reduces the 

personnel work, despite that there is a need to work on 

a high input size to feed in the model. Further, a lot of 

hyper-parameters have artificially adjusted that need 

to check the effect via experimenting. 

 In [17] Improved I-UNET proposed that follows the 

same encoder-decoder architecture which has the 

ability for road crack images classification at the pixel 

level. To overcome drawbacks of U-Net replacement 

of the convolutional layer in U-Net with dilated 

convolutional layer and RELU with ELU. The dataset 

comprises 173 images from different road sections and 

I-UNET provides 91.8% accuracy, which is better than 

U-Net for crack segmentation. I-UNET is a crack 

segmentation model that accurately separates the crack 

area from the pavement background and remains 

unaffected by environmental conditions. 

 In [18] VGG-16 was applied on images from 

SDNET2018, CCIC, and BCD datasets. They propose 

a method of transfer learning that relied on DCNN for 

crack detection. This method transfers knowledge 

based on sample knowledge, parameter knowledge, 

and model knowledge. There proposed model 

achieves 90% on crack detection images from the 

SDNET dataset. However, it improved by 

quantitatively representing knowledge transferred and 

performance evaluation as compared to other CNN 

structures.   

 In [19] quantum transfer learning model was 

developed, which is the concatenation of pre-trained 

feature extraction with the quantum circuit as a 

classifier. VGG19 performs best on the SDNET2018 

dataset to detect cracks on concrete images with 91.2% 

accuracy. This model lacks multi-level classification.    

 In [20] focus is on NDT (non-destructive testing) to 

check the bond performance and pull-out strength via 

Schmidt hammer and ultrasonic pulse velocity (UPV) 

of the concrete anchor bolt. Then ANN (artificial 

neural network) was developed to analyze various 

parameters to predict the load-carrying capacity and 

pullout strength of anchor bolts. To evaluate the NDT 

of anchor bolt ANN adds new aspects in the research 

field. 

 In [21] experimental research was conducted to 

estimate the bond/crack condition of concrete 

surrounded by steel via UPV test. A multi-layer ANN 

was developed to predict the width of the crack and 

analyze various influential parameters that lead to 

bond deterioration. Further, research can be enhanced 

by having more experiments to know the maximum 

width of crack on which the UPV test reliably 

evaluates the condition of the bond.    

 

III. METHODOLOGY 

Our proposed model is based on the DCNN state-of-

the-art model VGG19 for crack detection and 

classification of images from the SDNET2018 dataset. 

 
A. DATASET 

SDNET2018 publicly available annotated image 

dataset that compromises 56,000 images of crack and 

non-crack walls, pavement, and bridges. The pixel size 

of images is 256 x 256 RGB. Because of its diversity, 

we used it for training, validation, and benchmarking 

for AI-based crack detection algorithms. We randomly 

collect almost 15k images. We train the model on 

10,000 images, which include 5000 cracked and 5000 

un-cracked images of walls, pavements, and bridges 

from SDNET2018. We divide these sets of images into 

70% training images, 20% validation set, and 30% 

testing set of cracked and non-crack surfaces. More 

details about the dataset are shown in Table I. 

TABLE I 
NUMBER OF IMAGES FROM SDNET2018 DATASET 

  
Number of Images 

Train 10,000 
Validation 2,588 

Test 3,000 

 

B. IMAGE PREPROCESSING 

The dataset comprises 256 x 256 RGB images. Before 

inputting an image into the VGG19 model, images are 

resized into 224 x 224 to match the size of the input 

layer of the CNN model. 

 
C. TRANSFER LEARNING APPROACH 

Transfer learning is the knowledge adaptation of pre-

trained deep learning models. It is an optimization that 

improved the performance and progress of the targeted 

task. These pre-trained models are trained enough on 

large ImageNet datasets, so they work at that place 

effectively where we have limited training time and 

data. The DCNN architecture is based on several 

layers that focus on feature extraction, segmentation, 

classification, etc.  

 CNN architecture has many pre-trained state-of-the-

art models. In this paper, we focus on the transfer 
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learning technique of fine-tuning in 2 ways for better 

detection of cracked and non-cracked surfaces. 

 We freeze the weights of the base model and 

retrain the head layers of architecture composed 

of fully connected layers. 

 We fine-tune convolution block 4 and block 5 

layers to efficiently and more accurately learn the 

features specifically for crack detection.  

The basic architecture of VGG-19 is in Fig. 1. 

 

 
 

 
 

D. IMPROVED VGG19 MODEL FOR CRACK 

DETECTION 

VGG19 trained on millions of images from the 

ImageNet database. The network depth of this model 

is 19. It has 144 million parameters processes images 

of input size of 224 x 224 x 3. This model has 16 

convolutions, 5 max pooling, and 3 fully connected 

layers. The kernel/filter size of the convolutional layer 

is 3 x 3 with stride 1. Initially, a dot product between 

filter and patch of filter size input results in a single 

value. These values later get summed up together for 

extracting features maps. These features maps show 

the strength of detected features and their locations in 

input, such as cracks in cracked images. 

 A non-linear RELU (Rectified linear activation unit) 

activation function follows each convolutional layer of 

the network. As RELU gradients are always zeros and 

ones. It has no bounded output which results in faster 

calculation and better accuracies as compared to 

traditionally using sigmoid functions. We use the 

RELU activation function is in     (1). 

𝑅(𝑦) = 𝑚𝑎𝑥(0, 𝑦)     (1) 

 The output of feature maps is location-sensitive. To 

overcome this sensitivity, we required a down-

sampling approach. For this, a max-pooling layer of  

2 x 2 with stride 2  to keep the most activated features 

of an image. A pooling layer after each convolution 

layer leads to the parameters reduction, training time, 

and control over-fitting. The 3 fully connected layers 

determine the parameters of the model. We can 

classify these parameters into 1000 classes. In the 

improved version of this model, we replace these 3 FC 

(fully connected) layers with 1 Flatten layer, two fully 

connected layers. The last layer, called the 

classification layer, uses a 2-label Softmax classifier, 

which classifies input images into cracked and 

uncracked. The first fully connected layer contains 512 

neurons followed by RELU, the second FC layer 

contains 256 neurons, and the classifier layer has 2 

neurons because it is binary classification. For sparse 

features and to avoid over-fitting, there are several 

generalization techniques. In this, we include a 

dropout layer after FC layers. Hence, the improved 

crack detection VGG-19 model use fine-tuning to 

transfer network parameters of the pre-trained VGG19 

model to a fully connected layer. Fig. 2 depicts the 

overall improved architecture of the VGG19 model. 

The algorithm for the improved VGG-19 model 

illustrated in Fig. 2, is given below: 

1. Enter the sample image of the cracked and 

un-cracked images from the training sample 

set. 

2. Preprocessing: we resize the input image to 

224 x 224 for improvement in training 

efficiency.  

3. Build the improved model via the VGG19 

model. The 3 FC (fully connected) layers 

were replaced by 1 Flatten layer and 2 FC 

layers. After each FC layer, a dropout layer 

for more concentrated parameters. Replace 

the classification layer with a 2-label Softmax 

classifier. 

4. Fine-tune: Freeze the weights of the first 3 

convolutional blocks and unfreeze 

convolutional blocks 4 and 5 to optimize and 

learn more specific parameters for the 

detection model by transfer learning. 

5. Train the model by setting the learning rate, 

loss function, and optimizer. Build the model 

by setting epoch and then batch size for the 

training set. 

FIGURE 1.  Basic Architecture of VGG-19 model 
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FIGURE 2.  Proposed improved VGG19 model for Crack Detection and classification 

6. Test the model by extracting sample images 

from the dataset as the testing sample set for 

model testing, and calculate precision, recall, 

and F1-score. 

 

IV. RESULTS AND DISCUSSION 

 
A. EVALUATION METRIC: 

For quantitative evaluation of binary classification, 

considered performance metrics are accuracy (2), 

precision     (3), recall  (4), and F1-scores       (5). 

 
a) ACCURACY 

It measures how accurately our model predicts classes. 

The formula for accuracy calculation is in (2). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑁+𝐹𝑃+𝑇𝑃
  (2) 

 

b) PRECISION 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
     (3) 

 

c) RECALL/SENSITIVITY     

 

 

d) F1-SCORE 

It is the harmonic mean of precision and recall. We use 

(5) to calculate the F1-score of the model. 

     𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
        (5) 

 

 In the above metrics, TP (true positive) means a model 

that correctly identifies positive samples as positive. 

TN (true negative) is the model that correctly 

identified negative samples as negative. FP (false 

positive) means that samples are negative, but the 

model identifies them as positive. FN (false negative) 

means samples are positive, and the model identifies 

them as negative. 

 

B. RESULTS 

Train and test the model performance on the Google 

Colab environment implemented in python using 

Tensor Flow and Keras frameworks. For training the 

head of the VGG19 model, we replaced fully 

connected layers with 1 flatten and 2 FC layers. Each 

FC layer is followed by a dropout layer. Then, for 

binary classification of cracked and un-cracked 

images, we add a 2-label Softmax classifier keeping 

the base model as it is. After too many experiments on 

the model, set the threshold value of the dropout layer 

to be 0.4 because it better fit on crack detection 

problem also gets better precision and recall. For 

model compilation, we use an optimizer named Adam 

having a learning rate of  1 x 10−4. The loss function 

is binary cross-entropy with a batch size of 32. Later, 

convolutional block 4 and block 5 are fine-tuned by 

partially keeping the weights of other convolution 

layers, which improves the crack detection accuracy.  

 While fine-tuning FC layers provide us with 85% 

testing accuracy and 86% precision in detecting cracks 

on 100 epochs. In another strategy of fine-tuning, 

unfreezing convolution block 4 and block 5 from the 

base model and transfer parameters to change head 

layers gives us 99% training accuracy. The learning 

rate is 1 x 10−5, kept as low for better feature learning. 

It results in 91.76% testing accuracy having a 

precision of 91.97% on the cracked and un-cracked 

images. To evaluate the model, test results are in 

TABLE II. 

 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
         (4) 
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TABLE II 

PERFORMANCE METRIC SCORE ON TEST SET OF 
SDNET2018 IMAGES 

 
Accuracy 

 
Precision 

 
Recall 

 
F1-score 

 
91.76 

 
91.97 

 
91.76 

 
91.76 

 

Fig. 3 demonstrates the confusion matrix, which 

shows the performance of classification of cracked and 

un-cracked images by the model. 

 

FIGURE 3.  The confusion matrix of cracked and un-cracked 
images depicts the performance of the model. 

 Fig. 4 measures the diagnostic accuracy of the model 

ROC (Receiver Operating Characteristic) curve of the 

model.

 

FIGURE 4.  ROC Curve having True Positive Rate on the y-axis and 

False Positive Rate on the Y-axis to examine the performance of the 

model for crack detection. 

 The testing results and evaluation metrics depict that 

fine-tuning of head layer and last 2 convolutional 

blocks of VGG-19 outperforms other proposed 

methods for crack detection on images of the 

SDNET2018 dataset in TABLE III. 

TABLE III 

PERFORMANCE COMPARISON OF CRACK DETECTION ON 
SDNET2018 

Reference Year Accuracy 

[22] 
[18] 

2019 
2020 

89% 
90.95% 

[19] 2021 91.2% 

Proposed method  91.76% 

 

 

V) CONCLUSION 

The study is based on fine-tuning of the VGG19 

model, which replaced the head layers into 1 flatten 

and 2 FC layers. To avoid over-fitting, we add a 

dropout layer after each FC layer. For the 

classification of cracked and un-cracked images, 

utilizes a 2-label Softmax classifier. The experimental 

results concluded that: 

 Fine-tune not only the head layer of the VGG19 

model but also unfreeze the weights of 

convolution block 4 and block 5 for better 

detection. While fine-tuning to avoid overfitting 

dropout layer at the threshold of 0.4 incorporated 

after each FC layer. 

 The model trained on the SDNET2018 dataset 

gives us 91.76% testing accuracy in detecting 

3,000 cracked and uncracked images. The 

precision for the detection of surface cracks on 

concrete images is 91.97%. 

 Our focus in the research is on binary 

classification. Later research can be extended by 

working on multi-level classification (i.e. 

categorizing cracked and un-cracked images 

belonging to walls, pavements, or bridges ) and 

training the model from scratch with an increased 

size of the dataset. 

 

 After crack detection, the depth detection and 

categorization of cracks (i.e. thin cracks, wide cracks, 

mixed cracks, complex cracks) is the limitation of our 

model. Depth detection is important to check the level 

of severity of cracks in concrete infrastructure. To 

measure the depth of crack from images we need to 

perform cracked image segmentation or edge 

detection. This is another aspect for the improvement 

of the automatic crack detection process that needs 

further investigation. 
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